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VISION OF THE INSTITUTION 

To mould true citizens who are millennium leaders and catalysts of change through excellence in 

education. 

 MISSION OF THE INSTITUTION  

NCERC is committed to transform itself into a center of excellence in Learning and Research in 

Engineering and Frontier Technology and to impart quality education to mould technically competent 

citizens with moral integrity, social commitment and ethical values. 

  

We intend to facilitate our students to assimilate the latest technological know-how and to imbibe 

discipline, culture and spiritually, and to mould them in to technological giants, dedicated research 

scientists and intellectual leaders of the country who can spread the beams of light and happiness among 

the poor and the underprivileged. 
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ABOUT DEPARTMENT 

 Established in: 2002 

 Course offered  :  B.Tech in Computer Science and Engineering 

M.Tech in Computer Science and Engineering 

M.Tech in Cyber Security 

 Approved by AICTE New Delhi and Accredited by NAAC 

 Affiliated to the University of Dr. A P J Abdul Kalam Technological University. 

DEPARTMENT VISION 

Producing  Highly  Competent, Innovative and Ethical Computer Science and Engineering Professionals 

to facilitate continuous technological advancement. 

DEPARTMENT MISSION 

1. To Impart Quality Education by creative Teaching Learning Process  

2. To Promote cutting-edge Research and Development Process to solve real world problems with 

emerging technologies.  

3. To Inculcate Entrepreneurship Skills among Students.  

4. To cultivate Moral and Ethical Values in their Profession.  

PROGRAMME EDUCATIONAL OBJECTIVES 

PEO1: Graduates will be able to Work and Contribute in the domains of Computer Science and Engineering 

through lifelong learning. 

PEO2: Graduates will be able to Analyse, design and development of novel Software Packages, Web 

Services, System Tools and Components as per needs and specifications. 

PEO3: Graduates will be able to demonstrate their ability to adapt to a rapidly changing environment by 

learning and applying new technologies. 

PEO4: Graduates will be able to adopt ethical attitudes, exhibit effective communication skills, 

Teamworkand leadership qualities. 

 

 

PROGRAM OUTCOMES (POS) 

Engineering Graduates will be able to: 

1. Engineering knowledge: Apply the knowledge of mathematics, science, engineering 

fundamentals, and an engineering specialization to the solution of complex engineering 

Free Hand
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problems. 

2. Problem analysis: Identify, formulate, review research literature, and analyze complex 

engineering problems reaching substantiated conclusions using first principles of mathematics, 

natural sciences, and engineering sciences. 

3. Design/development of solutions: Design solutions for complex engineering problems and 

design system components or processes that meet the specified needs with appropriate 

consideration for the public health and safety, and the cultural, societal, and environmental 

considerations. 

4. Conduct investigations of complex problems: Use research-based knowledge and research 

methods including design of experiments, analysis and interpretation of data, and synthesis of 

the information to provide valid conclusions. 

5. Modern tool usage: Create, select, and apply appropriate techniques, resources, and modern 

engineering and IT tools including prediction and modeling to complex engineering activities 

with an understanding of the limitations. 

6. The engineer and society: Apply reasoning informed by the contextual knowledge to assess 

societal, health, safety, legal and cultural issues and the consequent responsibilities relevant to 

the professional engineering practice. 

7. Environment and sustainability: Understand the impact of the professional engineering 

solutions in societal and environmental contexts, and demonstrate the knowledge of, and need 

for sustainable development. 

8. Ethics: Apply ethical principles and commit to professional ethics and responsibilities and 

norms of the engineering practice. 

9. Individual and team work: Function effectively as an individual, and as a member or leader 

in diverse teams, and in multidisciplinary settings. 

10. Communication: Communicate effectively on complex engineering activities with the 

engineering community and with society at large, such as, being able to comprehend and write 

effective reports and design documentation, make effective presentations, and give and receive 

clear instructions. 

11. Project management and finance: Demonstrate knowledge and understanding of the 

engineering and management principles and apply these to one’s own work, as a member and 

leader in a team, to manage projects and in multidisciplinary environments. 

12. Life-long learning: Recognize the need for, and have the preparation and ability to engage in 

independent and life-long learning in the broadest context of technological change. 

PROGRAM SPECIFIC OUTCOMES (PSO) 

PSO1: Ability to Formulate and Simulate Innovative Ideas to provide software solutions for Real-

time Problems and to investigate for its future scope. 
 

PSO2: Ability to learn and apply various methodologies for facilitating development of high quality 

System Software Tools and Efficient Web Design Models with a focus on performance 

optimization. 
 

PSO3: Ability to inculcate the Knowledge for developing Codes and integrating hardware/software 

products in the domains of Big Data Analytics, Web Applications and Mobile Apps to create 

innovative career path and for the socially relevant issues. 
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COURSE OUTCOMES 

 

SUBJECT CODE: C306 

COURSE OUTCOMES 

C361.1 To acquire knowledge in fundamentals of artificial neural networks 

C361.2 To analyze various neural network architectures  

C361.3 To  acquire knowledge in the  usage of various operations on fuzzy 

systems  

C361.4 To learn the implementation of Fuzzy membership functions  
C361.5 To identify fuzzy rules and to illustrate the methods of fuzzy 

interference systems 

C361.6 To learn the genetic algorithm concepts and their applications  

 

 

MAPPING OF COURSE OUTCOMES WITH PROGRAM OUTCOMES 

 

CO’S PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 

C361.1 3 2  2       2 3 

C361.2 3 2  2 2    2   3 

C361.3 3 3  2 3    2  2 3 

C361.4 2 2 2 3 2    2  2 3 

C361.5 3 2  2 2 2   2   3 

C361.6 2 3 2 2 2 2   2  2 3 

C361 2.67 2.33 2 2.16 2.2 2   2  2 3 

 

Note: H-Highly correlated=3, M-Medium correlated=2, L-Less correlated=1 

PSO MAPPINGS  

CO’S PSO1 PSO2 PSO3 

C361.1 3 2  

C361.2 3 2  

C361.3 3 2 2 

C361.4 3 3 3 

C361.5 3 3 3 

C361.6 3 3 3 

C361 3 2.5 2.75 

 

 

SYLLABUS 
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QUESTION BANK 

 

MODULE I 

SL 

N

O. 

QUESTIONS CO

S 

KL PA

GE 

NO. 

1. Compare and contrast biological and artificial neuron CO

1 

K4 17 

2. Explain the training algorithm for Hebb network    CO

1 

K3 32 

3 Define artificial neural network and draw its mathematical model  CO

1 

K2 17 

4. Why Mc-collulloch network is widely used in logic functions CO

1 

K3 31 

5. Implement AND function using Hebb network using bipolar inputs 

and targets              

CO

1 

K6 32 

6. Implement OR function using Perceptron training algorithm using 

bipolar inputs and targets   

CO

1 

K6 38 

7. 

       

CO

1 

K4 36 

8. Discuss the concept of MP neuron network CO

1 

K2 31 

9. Differentiate between hard computing and soft computing CO

1 

K4 13 

10

. 

List any three activation function with their equation and graph   CO

1 

K1 27 

11

. 

Implement NOR using MP neuron using binary inputs and targets    CO

1 

K6 37 

12

. 

Implement AND function using MP neuron with binary inputs  

 

CO

1 

K6 36 

MODULE II 

1. Write the training algorithm of backpropagation network CO2 K2 53 

2. Describe the concept Adaline   CO2 K5 46 

3. Write the testing algorithm of backpropagation CO2 K2 57 

4. With the help of an example explain supervised, unsupervised and 

reinforcement learning   

CO2 K3 24 
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5. 

 

CO2 K1 46 

6. Write the learning factors of backpropagation network CO2 K2 50 

7. Draw the flowchart of perceptron learning rule training process   CO2 K3 39 

8. What is adaline   CO2 K1 46 

9. Write perceptron network testing algorithm CO2 K1 43 

10

. 

Write the training algorithm for backpropagation network CO2 K1 50 

11

. 

 

CO2 K6 46 

12

. 

Explain training algorithm used in adaptive linear neuron CO2 K3 46 

13

. 

Explain training algorithm used in perceptron network in single input 

class  

CO2 K5 39 

14

. 

Explain the testing algorithm of perceptron network  CO2 K3 38 

MODULE III 

1. Define fuzzy set and write basic fuzzy set operations CO3 K1 91 

2. For the given fuzzy set perform all fuzzy operations CO3 K2 71 

3. Discuss fuzzy relation and list out its properties   CO3 K2 67 

4. For the given fuzzy set compute algebraic sum, algebraic product, 

bounded sum, bounded difference        

CO3 K3 63 

5. Discuss fuzzy relation and list out its properties   CO3 K2 68 

6. List the stages involved in backpropagation algorithm CO3 K1 50 

7. Discuss the properties of fuzzy set CO3 K3 63 

8. For the given fuzzy membership function compute Cartesian product 

and compositions 

CO3 K3 74 

 Explain any two methods of composition technique on fuzzy sets 

with example. 

CO3 K3 76 

 Represent the standard fuzzy set operation using VENN diagram CO3 K3 81 

 Define fuzzy set and write basic fuzzy set operations CO3 K1 61 

MODULE IV 

1. Explain any two defuzzification method CO4 K3 107 

2. Using your own intuition plot the fuzzy membership function CO4 K2 101 
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3. Using Zadehs notation express the fuzzy sets into lamda cut for the 

given fuzzy set 

CO4 K2 104 

4. Using the inference approach find the membership values for the 

triangular shapes I,R,E,IR and T for the triangle with 45,55,80 degree  

CO4 K4 103 

5. Explain the features of membership function CO4 K3 96 

6. Give the canonical form of fuzzy rule based system. Give the syntax 

for the formation of fuzzy rule using  

i) Assignment statements 

ii) Conditional statements 

iii) Unconditional statements 

CO4 K2 121 

7. State the relevance of fuzzification. Explain its types CO4 K5 93 

8.. Explain the various types of fuzzy types CO4 K5 94 

MODULE V 

1. Describe two methods used for the aggregation of fuzzy rules. CO5 K2 123 

2. Explain the different classification of  neuro hybrid system CO5 K5 132 

3. Describe two methods used for the decomposition of fuzzy rules CO5 K2 120 

4. Describe different types of FIS CO5 K2 126 

5. Write the different steps of Mamdani FIS CO5 K1 127 

6. Explain in detail about the FIS system with its block diagram  CO5 K5 125 

7. Explain about the Neuro fuzzy hybrid system and its characteristics CO5 K5 131 

MODULE VI 

1. List out the stopping condition for GA C06 K1 165 

2. Explain different crossover method with example C06 K3 155 

3. Explain the classification of NFS system C06 K5 142 

4. Explain the steps of Genetic algorithm C06 K5 148 

5. Explain about selection and mutation operator of GA C06 K5 163 

6. Explain Genetic  fuzzy rule  based system C06 K5 172 

7. Define the term Individual, Genes and Fitness function C06 K1 170 

 Explain in detail about the Genetic  neuro hybrid system C06 K3 167 
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APPENDIX 1 

 

CONTENT BEYOND THE SYLLABUS 

S:NO; TOPIC PAGE NO: 

1 Hybridize GA with Local Search 178 

2 GA Based Machine Learning 182 
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MODULE NOTES 
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Content beyond syllabus 

CS361: Soft computing 

 

Hybridize GA with Local Search 

It may be sometimes useful to hybridize the GA with local search. The following 

image shows the various places in which local search can be introduced in a GA. 

 

 



 

 

Variation of parameters and techniques 

In genetic algorithms, there is no “one size fits all” or a magic formula which works 

for all problems. Even after the initial GA is ready, it takes a lot of time and effort 

to play around with the parameters like population size, mutation and crossover 

probability etc. to find the ones which suit the particular problem. 

Constrained Optimization Problems 

Constrained Optimization Problems are those optimization problems in which we 

have to maximize or minimize a given objective function value that is subject to 

certain constraints. Therefore, not all results in the solution space are feasible, and 

the solution space contains feasible regions as shown in the following image. 

 

In such a scenario, crossover and mutation operators might give us solutions which 

are infeasible. Therefore, additional mechanisms have to be employed in the GA 

when dealing with constrained Optimization Problems. 

Some of the most common methods are − 



 Using penalty functions which reduces the fitness of infeasible solutions, 

preferably so that the fitness is reduced in proportion with the number of 

constraints violated or the distance from the feasible region. 

 Using repair functions which take an infeasible solution and modify it so 

that the violated constraints get satisfied. 

 Not allowing infeasible solutions to enter into the population at all. 

 Use a special representation or decoder functions that ensures feasibility 

of the solutions. 

Schema Theorem 

The basic terminology to know are as follows − 

 A Schema is a “template”. Formally, it is a string over the alphabet = {0,1,*}, 

where * is don’t care and can take any value. 

Therefore, *10*1 could mean 01001, 01011, 11001, or 11011 

Geometrically, a schema is a hyper-plane in the solution search space. 

 Order of a schema is the number of specified fixed positions in a gene. 

 

Defining length is the distance between the two furthest fixed symbols in the 

gene. 



 

 

 

GA Based Machine Learning 

 

Genetic Algorithms also find application in Machine Learning. Classifier 

systems are a form of genetics-based machine learning (GBML) system that are 

frequently used in the field of machine learning. GBML methods are a niche 

approach to machine learning. 

There are two categories of GBML systems − 

 The Pittsburg Approach − In this approach, one chromosome encoded one 

solution, and so fitness is assigned to solutions. 

 The Michigan Approach − one solution is typically represented by many 

chromosomes and so fitness is assigned to partial solutions. 

It should be kept in mind that the standard issue like crossover, mutation, 

Lamarckian or Darwinian, etc. are also present in the GBML systems. 

 

 


